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Abstract

This article presents one-way source coding problem with addi-
tional condition on source output[l], Wyner-Ziv problem with addi-
tional output to be kept private from receivers[2] and finally find re-
gion for two-way communication systems with additional conditions
on sources output at both locations. The region for above cases will
be introduced such that they satisfy distortion prescription and equiv-
ocation constraints.

keywords: Rate-Distortion theory, Wyner-Ziv Problem, Kaspi Prob-
lem, Equivocation.

1 Introduction

Let us consider a source coding problem. The systems that will be considered
are one-way and two-way communication systems with correlated sources. We go
over one-way communication systems and Wyner-Ziv which have been introduced
in [1],[2], then generalize the results to interactive source coding.In this article
entropy or equivalently mutual information is considered as a measure of privacy.It
is shown [4] interaction might help in this sense that by increasing the number of
messages we can achieve less sum-rate. We show interaction might help to achieve
more equivocation through an example. Let {X}, X} }7°; be a sequence of i.i.d.



random variables where Xj = (Xy,, Xi,) and X; = (X} , X, ) taking values in
finite sets. The communication system in figure[1] will be analyzed.
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Figure 1: Two-way source coding scheme

Where other source output at each node must be kept private.

2 Formal Statement of The Problem and The
Results

Let {(Xkrk’thk) , (X,krk7X/khk)}zO=1 be a sequence of i.i.d. random variables
taking values in finite set X, , Xk, , X'k, , X'k, -A (0, t, {e; Yt 1, 94,98, D, D’ e,€)
equivocation - distortion code consists of
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where M; = {1,2, ..., M;} The average distortion of the code is given by

A _E (; S d, (X,ﬁrk,x%))
k=1
A, —E <1 zn:dx/ (X4, X, ))
n el k k

where d,,d, are per-letter distortion measure and measure of privacy is equivo-
cation rate

1
ABy = ~H (xp, | M, XX

1
ABy = ~H (i | M, X7, X))

(R1,R2,D, D' e,€) is achievable if there exists a (n,t,{e;}!_1,94,98, D, D', e,€)
code such that for any € > 0 and sufficiently large n, Llog(| M, [) < Rj +¢€j =
1ot

Ry = Z R;
j:odd

Ry 1 = Z R;

jreven
A <D+e
Ay <D +e
AF; <ep —e¢
AFEy <ey—¢

or equivalent conditions for last two conditions are
1 n . t m m
I (Xfs MY XX ) < Lo~

1 n t n n
oI (X,gh;M ,XkT,th> <Ly—¢

Let us defineR* as set of all achievable (R, Ra—s1, D, D’ e, €).

In addition of that R},_, is distortion - equivocation achievable region. and equivo-
cation function E_,, (D,D’), E5_,; (D, D")and Rate-distortion-equivocation func-
tion Ri_,o (D, D’ e,e'),R5_,, (D, D’ e,e) as following:

THQ (DaDlaeael) = R

min
(R1-2,R2-1,D,D’ e,/ )ER*
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* / ! .
R, (D,D' e €)= min Ro_yy
(R2-1,R1-2,D,D’ e’ )ER*
Ei ,(D,D") = max e
1—2 )
(D,D'ee')eERT,_,
E; D, D) = max e
2*>1( ’ ) (D,D’,e,e')€ERT,_,

where R},_, = {(D,D',e,e’) : (Ri-2,Ra51,D, D’ e,€') is achievable for some
Ri_2 > 0Ry_,1 > 0}.

Before considering general two-way communication systems we narrow down the
problem to two special cases.

Consider one-way communication system Fig[2].
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Figure 2: One-Way communication systems
Proposition 1: Consider one-way communication in Fig[2], we have

R*(D,e) = min

A ) (X Xk X))
P( Xy | Xny, Xy ):Ed( Xy X, ) <D H (Xiy, | X ) 2e

B* (D) = maxp(y, . 5, )ero) H (X, | X,
where P (D) := UH(th|Xkr)§e§H(th) P (D, e) where P (D, e)is the family of
probability distributionP (X ke | Xk, X kr)such that

Ed (Xka> <D

H (th‘Xkr) Z (&

Proof : It has been proven in [1].
Now, consider Wyner-Ziv problem showed in Fig][3].
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Figure 3: Source coding problem with side information at decoder

Proposition 2: Consider source Coding Problem with side information at decoder
Fig[3] we have,
R (D>e) = I(XkMth;U | Z)
E* (D)< H (X, |U,Z)

For some distribution P (u | x,,xk,) such that there is a function &, = f (u, 2)
for which  (d (Xy,, Xy, )) < D and | U |<| & | +1 where | X; | is the cardinality
of Xkr U th

Proof: It has been proven in [2, Theorem 2]

Now, consider the general interaction source coding Fig[1l]. We have the fol-
lowing Theorem:

Theorem: For distortion (D1, D) the set of achievable (Ry 2, Ro—2, E1y9, Fa_41)
is given by:

Rio > Ri_o(D1, Da,e1,e0) = I(X1,Y1;U'| X2, Ya) 6

Ro1 > Ry, (D1, Da,e1,e2) = I(Xa, Yo; U X1, Xo)
Ei_5 < E1_y(D1,Ds) = HY1|U", X2, Y3)
EQ—)I S E1H2(D17D2) - H(}@’Ut7X17Y1)

for some conditional pmf [T}_; P(ug|z;,,u* 1) and two functions X; = G(U*, X3, Y3)
y X2 = F(Ut,Xl,Yl) such that E(d:pl(XlaXl)) < Dl, E(dx2(X2,X2)) < D2 and

k—1
| Uy |<| X, ](Hl |Uj |)+1 where ji =1if kisoddand | &}, | = X1 UM |and
=

)
7)
8)

(
(
(
(9)

jr =2 if k is even and ‘ Xjk | :’ Xo U Yy ‘

Proof: Converse: we now develop lower and upper bound on the rate and equiv-
ocation respectively. We show that given a (n,t,{ex}i_1,94,98, D1, D2, e1,€2)
code there exists a P(X1, X, Y, Ys, U) such that the rate and equivocation of
the system are bounded as below:



n(Rl—)Q + 6 Z H > H MlaMi’n ey My | Xgla}/én)
j:odd

> I(X?vifln;MlaME}a "'7Mt—1 ‘ X5Lu}/2n)
= H(X{,Y") — H(X{,Y{" | My, M3, ..., My, X3, Y5")

= H(X{Zayln) - H(X?ann | M17M27 ~--7MtaX§L?}/2n> (10>

n
Z (X1, Y1) — H(X13, Y | My, o, My, X705 Y75, X5, YY)
n . .
>N H(X1, Y1) — H( X1, Ya | M5 X5 Y X, Yo, X500, Va0 )
i—1

(11)
Now consider Uy; = (X3, Y3y 1, X{ Y7 M) Uy = MyVk =2, .t

So,

R1—>2+6> ZI X117X227U |Y17,7Y'21) (12)
i=1

We also have

—_

1
By —€< H(Y”|Mt X3, Y3")

3

n
Z Xl,i | MtaX?>Y2n7YVZ7}i+1)

1

n
Z (Yo | U', Xo,4,Ya)
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I(X1,Y1;U | X5,Y3) is non-increasing convex function of (Di, D) and non-
decreasing convex function of (eg, es) [1].
Define:

Edy, (X114, X1,) = d;
Edqgy (X2, X3;) = dj
H(Y1,i | U, Xy, Y2,) = ¢
H(Ya; | U X1, Y1) =

i

, then

Di+e>— ZEd (X1, X1,) =
=1

3\*—‘



similarly, we have:

1 & 0 Ly
Dy+e> =Y Edy(Xp:,X5,;) ==Y d;
i—1 =1
1 t Ly
b S0 i -5
i=1 =1

1 n
Rio+e€e> - > (X1 Y1,5U! | Xo4,Y2,)

=1
1
> ZERIIHQ(divdéveiﬂeg) (13)
=1
1 & 1 & 1 & 1 &
2 ,1_>2(*Zdi,*2d;,*26i,*282) (14)
n =1 n =1 n 1=1 n =1
ZR,1_>2(D1+6,D2+6,€1—6,€2—6 (15)

(10): My, My, ...Mare functions of My, Ms,...My_jand X3, Yy
(13): definition of the problem
(14): Jensen’s inequality

(15)R1—2 is non-increasing function of Dp, Dy and non-decreasing function of
1

Achievability: For this proof we use binning coding scheme introduced in [4].
By using this method we know

Ri2 > I(Xy1,Y1; U X2, Ya)

R2—>1 Z I(X27 }/27 Ut‘Xla }/1)

are achievable. For this code, let us evaluate the equivocation rate. we have to
prove:

1
lim 7H(Y1n | Mta X;L, }/én) > H(Y1|Ut7X2Y2) —¢€
n—4+oo n
or equivalently

1
lim — (Y M, X3, Y5) < I(Vi|U", Xo, Ya) + €

n—-+oo n,

We consider I(Y{*; MY, UP,..., U, X5 YT



(Y MY UL, U XS YY) = 1Y MY XS Yo+ 1Y U, . U | MY XS YY)

= I(YfIQMtaX?,YgL) (16)

LY U, . U XY + T(Ys MY | U . U, XS Y

we know that:

IV U X3, Y5 = nl(M|U', X3, Ya) (17)
then because I(Y]%; M| UL, ...,U, X5, YJ') > 0, we have:

Yy, Mt,Xf,YQn) < nI(YﬂUt,XQ,YQ)

(16): encoding scheme implies the decodability of U},...,U/" as follows: upon
receiving the bin index. Decoder finds the unique u!' in the received bin such that
(uf,y™) are jointly typical, then find u% such that (u},u%,y™) are jointly typical.
We keep doing this till we have a path with length . So, we can decode unique
U, ..., Ul correctly with probability of error goes to zero. According to fano’s
inequality :

HU?,..,U" | My, Ma, ..., My, X™) < nd(n)

H(UL, .., U | My, My, ..., My, Y™) < nd(n)
H(U?,..,U" | My, My, ..., My, X", Y™) < né(n)

where nd(n) - 0 when n — co. So, (16) — Owhen n — oo.
(17): because
1Y U, X3,Yy") = H(YY") - HYT" | U', X3, Y3")

so we just need to prove:
H(Y{" | U, X3,Y") = nH(Y1 | U, X3,Y2)

For this we have:
H(Y | UL X3, Y8 = % PU" =u, X} = 2,Y3" = y2) H(Y{" | u, 22, 72)
- Zu’xQ’yQETUt,XszQ P(u7 L2, yQ)H(Yln | U, r2, y2)
+ ZU75E27y2¢7—Ut‘X2’Y2 P(“? Z2, yz)H(YQ” ‘ U, T2, yQ)

U,x2,Y2

< > P(u, 2, y2) H(YT" | u, 22, y2) + nH(Y1)d(n) (18)

U,T2,Y2 ETUt,X27y2



=nH(Y1)d(n)

+ > P(u,zo,p0)[— Y. Plyr | u,x2,52)log(P(y1 | u, 22, y2))
u,l’g,yzETUt7X2,Y2 yleTyl‘uymz,yQ
(19)
+ > P(y1 | u, m2,y2) log(P(y1 | u, 22, y2))] (20)
0,222 Ty, |u 9,99
<nHY ‘ Ut,XQ,}/Q) + ne(n) (21)

where ne(n) — 0 when n — oo.
(18):P(u,x2,y2 ¢ T) < §(n) where nd(n) — 0 when n — oo.
the first term in the last inequality holds because of our coding scheme and second
term can be less thand’(n).

3 Conclusions

The characterization of the achievable rate, distortion and equivocation region for
the two-way source coding problem depicted in Fig. [1] does not involve the block
length n. for the finite number of messages t we established the rate-distortion-
equivocation single letter characterization. The rate-distortion-equivocation region
for infinite number of messages is still unknown.
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